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ABSTRACT: CO2 conversion is an essential technology to develop a
sustainable carbon economy for the present and the future. Many
studies have focused extensively on the electrochemical conversion of
CO2 into various useful chemicals. However, there is not yet a solution
of sufficiently high enough efficiency and stability to demonstrate
practical applicability. In this work, we use first-principles-based high-
throughput screening to propose silver-based catalysts for efficient
electrochemical reduction of CO2 to CO while decreasing the
overpotential by 0.4−0.5 V. We discovered the covalency-aided
electrochemical reaction (CAER) mechanism in which p-block dopants
have a major effect on the modulating reaction energetics by imposing partial covalency into the metal catalysts, thereby
enhancing their catalytic activity well beyond modulations arising from d-block dopants. In particular, sulfur or arsenic doping can
effectively minimize the overpotential with good structural and electrochemical stability. We expect this work to provide useful
insights to guide the development of a feasible strategy to overcome the limitations of current technology for electrochemical
CO2 conversion.

■ INTRODUCTION

For the mitigation of global-warming problems and the
sustainable development of the inevitable carbon-based
economy, carbon dioxide (CO2) conversion technology has
been regarded as one of the most important and urgent current
scientific issues. Many researchers anticipate the efficient
transformation of CO2 from various emission sources into
more valuable chemicals and fuels. Among the various ongoing
attempts, which are categorized as biochemical, thermochem-
ical, electrochemical, and photoassisted electrochemical pro-
cesses,1 the electrochemical method has certain merits in terms
of high reactivity at ambient conditions and good extensibility
from small to large-scale processes.2 The possibility of direct
integration with renewable electric sources adds more potential
to the electrochemical method as a promising route for CO2
conversion.
To bring electrochemical CO2 conversion technology into

practice, it requires significant improvements in (1) energetic
efficiencies, (2) catalytic stability, and (3) current density.3 A
current bottleneck discouraging the practical application of
electrochemical CO2 conversion is mostly derived from the
high thermodynamic barrier of the CO2-to-CO2

− electron
uptake process. Because this process accompanies the

disruption of the stable sp-hybridization symmetry on the
carbon atom to bend the linear molecule,4 it requires a
substantial energy (−1.9 V vs SHE in a dimethylformamide
solution).5 Thus, it is critical to develop catalysts facilitating
electron transfer to CO2 and properly stabilizing an
intermediate species to reduce the overpotential for the entire
electrochemical process.6,7

The search for and development of new materials and
catalysts are now being accelerated by computational
simulations due to recent advances in materials-simulation
methods, both in the form of enhanced accuracy and reduced
computational times. Simulation-guided rational design of
materials and catalysts, termed in-silico design, has been a
long-standing dream of theorists and is becoming an inevitable
and cost-effective materials-development process.8 For instance,
high-throughput screening of materials using computational
simulations is being actively used and has yielded great
improvements in materials properties for applications such as
secondary battery electrodes,9−11 fuel cell catalysts,12 photo-
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voltaics,13 metal organic frameworks (MOF) for gas storage,14

and so forth.
In this study, we therefore performed the in-silico design of

metal catalysts to develop efficient electrochemical CO2-
conversion catalysts. Toward this goal, we first carefully
investigated the electrochemical CO2-reduction mechanism,
enabling accurate and quantitative predictions of the reduction
potentials from first-principles-based calculations coupled with
the Poisson−Boltzmann (PB) implicit solvation method. Then,
we performed high-throughput screening of atomic-level
dopants to maximize the catalytic activity, for which the
covalency embedded in a metal by the introduction of the p-
block dopant results in the selective stabilization of the
intermediate species without stabilizing the final product,
leading to a minimized overpotential.

■ METHODS

Density functional theory (DFT) calculations were performed
using the Vienna Ab-initio Software Package (VASP).15 All
calculations were carried out with the Perdew−Burke−
Ernzerhof (PBE) exchange-correlation functional,16 and the
electron−ion interaction was considered in the form of the
projector-augmented-wave (PAW) method with a plane wave
up to an energy of 600 eV. The (4 × 4) periodic slab models
with three atomic layers combined with a 20 Å vacuum layer

along the z axis were generated after fully minimizing the bulk
crystal structure with a Monkhorst k-point grid of (18 × 18 ×
18). The closest-packed faces, which are (111) for the FCC
structure (for Cu, Ag, and Au) and (0001) for the HCP
structure (for Zn) were considered to be representative reactive
surfaces and the (5 × 5 × 1) k-point grid was employed.
Additionally, a dipole correction was applied to all cases along
the z direction, and one bottom layer was fixed during the
geometry-optimization processes, whereas the upper two layers
were allowed to relax. For a simpler screening calculation, only
the plane-wave cutoff energy was reduced by 25%. The
molecular vibrational terms were calculated for each optimized
structure and converted into the vibrational internal energy and
entropy for the condition of disregarding the vibrational
temperature under 100 K. To estimate the enthalpy changes
during solvation process, the Poisson−Boltzmann (PB) implicit
solvation model, implemented in the VASP program17 was
employed using a dielectric constant ε = 80 for water (we
neglect the cavitation energy contribution). We also assumed
that the total quantities of energy and entropy of the
translational and the rotational motion have been fully
quenched in the solvated state, which means that only
vibrational motions are effective in the solvated state. The
partial density of states (PDOS) was calculated with the
conditions of Gaussian smearing and a 0.01 eV broadening

Figure 1. Thermodynamic and quantum-mechanical aspects of the CO2-to-CO reduction process. (a) Schematic representation and the Born−
Haber cycle for elementary reaction pathways from CO2 to CO. (b) Comparison between the theoretical and the experimental reduction potential of
Zn, Ag, Au, and Cu. The overpotentials for Zn, Ag, and Au originate from the first reduction process, whereas that for Cu originates from the third
reduction process (Supporting Information Table S2). (c) 2D contour map of the theoretical reduction potential in terms of the solvated binding
free energies of ·COOH and CO on the catalyst surface. The theoretical minimum bound of the reduction potential is −0.22 V vs SHE, which is
shifted from the linear correlation for pure metal catalysts.
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parameter and was visualized with the visualization for
electronic and structural analysis (VESTA) program.18

■ RESULTS AND DISCUSSION
Among various possible final products such as formic acid
(HCOOH), carbon monoxide (CO), methanol (CH3OH),
ethylene (C2H4), and so forth,19,20 we chose our target final
product as CO. This is not merely because the production of
CO requires the simplest electrochemical pathway (consuming
only two electrons) so that the reaction pathways can be
effectively controlled, as we designed in our simulations without
involving complicated side reactions, but more importantly is
because CO is a valuable product widely used in chemical
industry such as the Fischer−Tropsch process, the Monsanto
process, and so forth.
We further note that the domain of our target catalyst is

limited to heterogeneous metal catalysts. When only the
catalytic center is embedded in the electrode surface, the
electron transfer from the electrode to the catalyst can be facile
and less dependent on the electrolyte double layer character-
istics, which can be beneficial in maximizing the overall catalytic
efficiency. In addition, the use of heterogeneous catalysts has
advantages for application to large-scale industry applications.
We consider three elementary reaction steps for the

electrochemical reduction process from CO2 to CO on a
metal surface as shown in Figure 1a:21

1. The first electron-transfer step from the catalyst to CO2,
coupled with a simultaneous proton transfer from the
electrolyte, yielding ·COOH that is immediately
stabilized on the metal surface by forming a metal−
carbon bond.

2. The second electron-transfer step from the catalyst to the
adsorbed ·COOH (*COOH) on the metal surface,
coupled with a simultaneous proton transfer from the
electrolyte, yielding adsorbed CO (*CO) and releasing
H2O into the electrolyte.

3. A *CO-releasing step from the metal surface to the gas
phase.

Here, the first two steps involve electrochemical reactions,
whereas the third step does not, and we denote the
thermodynamic energy change for each elementary step as
Γ1/2/3.
We then conceived hypothetical reaction pathways in which

all chemical species are not adsorbed onto the metal surfaces
but exist within the bulk electrolyte, for which the reaction free
energies are denoted as ΔG1/2/3. Using the thermodynamic
cycles shown in Figure 1a, we relate the free energies of
catalyzed reactions, Γ1/2/3, to the catalyst-free reaction free
energies, ΔG1/2/3, by introducing binding free energies of
·COOH (ΔGB,COOH) and CO (ΔGB,CO) under the solvation
conditions

Γ = Δ + ΔG G1 1 B,COOH (1.1)

Γ = Δ + Δ − ΔG G G2 2 B,CO B,COOH (1.2)

Γ = Δ − ΔG G3 3 B,CO (1.3)

We computed the vibrational frequencies using DFT
calculations and the solvation free energies using DFT+PB,
which we then used to yield ΔG1 = 2.02 eV, ΔG2 = −1.07 eV,
and ΔG3 = −0.50 eV (Supporting Information Table S1).
Because we used the chemical potential of a proton and an

electron pair as the same value as the free energy of 1/2 H2 (g),
we can directly convert ΔG into reduction potential values (E°)
vs the standard hydrogen electrode (SHE)22 via the Nernst
equation (ΔG = −nFE°; n = 1 and F = 1 when ΔG is given in
eV). This suggests that the first reduction process (more
unfavored than the second reduction step) is the source for the
electrochemical overpotential, resulting in the reduction
potential E° of −2.02 V vs SHE [= −MAX(2.02, −1.07)], for
the noncatalyzed hypothetical process.
When the effect of the catalyst is considered, we can define

the theoretical reduction potential (E°Theory) as a function of
ΔGB,COOH and ΔGB,CO as follows:

° = − Γ Γ

= − + Δ − + Δ

− Δ

E

G G

G

MAX( , )

MAX(2.02 , 1.07

)

Theory 1 2

B,COOH B,CO

B,COOH (2)

To confirm this approach, we calculated ΔGB,COOH and
ΔGB,CO for zinc (Zn), silver (Ag), and gold (Au), which are
experimentally known to convert CO2 into CO, using DFT-PB
and vibrational frequency calculations (Supporting Information
Table S1). We find that the E°Theory values for these pure metals
are remarkably consistent with the experimental reduction
potentials (E°Experimental),

7 defined as the required potential for 5
mA cm−2 current density (Figure 1b). We further find that all
Γ3 values for Zn, Ag, and Au are negative, that is, they favor CO
desorption, which infers that CO is produced as the final
product without further reduction.
We additionally calculated E°Theory for copper (Cu). Because

CO desorption is not favorable on Cu (Γ3 = 0.37 eV > 0), CO
can experience further reductions to yield methanol, methane,
and so forth by consuming six to eight or more electrons as
observed from experiments.23 Our calculations find that the
source of the overpotential in the Cu case is the third reduction
process when the adsorbed CO is reduced into either ·COH or
·CHO, in accordance with a previous theoretical study.24 This
alters the E°Theory value for Cu to −0.97 V (vs SHE; Supporting
Information Table S2), which is also in excellent agreement
with E°Experiment = −1.02 V (vs SHE).
From eq 2, which is now validated against experimental

values, we can display E°Theory as a contour map for a range of
ΔGB,COOH and ΔGB,CO (Figure 1c) values. Because we aim to
design catalysts that produce CO, only the region where CO
desorption is favored (Γ3 < 0, i.e., ΔGB,CO > −0.5 eV) is in our
interest. The trend of E°Theory shows volcano-type behavior for
the given ΔGB,COOH. As ·COOH becomes more stabilized on
the metal surface, the potential required for the first reduction
step (Γ1) is linearly decreased; however, this simultaneously
increases the potential required for the second reduction step
(Γ2), which eventually invert the source of the overpotential
from the first to the second reduction step after a minimum
(i.e., the apex of the activity volcano). This leads to a local
minimum line of E°Theory along the condition of Γ1 = Γ2, for
which the minimum E°Theory (minimum theoretical bound) is
−0.22 eV and ΔGB,COOH = −1.80 eV and ΔGB,CO = −0.5 eV.
The stabilization effects by the pure metal for ·COOH and

CO are strongly correlated, leading to a linear correlation line
between ΔGB,COOH and ΔGB,CO, which is shifted from the
minimum reduction potential line of Γ1 = Γ2 (Figure 1c). The
mismatch of the ΔGB,CO−ΔGB,COOH correlation line and the
minimum reduction potential line gives us a region for
optimizing catalysts to minimize the thermodynamic barrier
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by variously modifying the binding characteristics of ·COOH
and CO and thereby disrupting the correlation between
ΔGB,COOH and ΔGB,CO for pure metallic systems.
We consider that the low concentration of doping on a pure

metal surface, yielding a heterogeneous atom embedded within
the metal, can provide a good active site for CO2 reduction. It is
expected to modulate the binding characteristics of ·COOH
and CO by changing the electronic structure in the vicinity of
the adsorbents. In our high-throughput screening process, we
therefore substitute one metal atom at the surface with various
types of dopant metals, metalloids, nonmetals, and halogen
species (Figure 2). As the base metal, we selected Ag due to its

potential reactivity and stability,25 which overcomes the
problems known for other metals, including: (1) Cu has a
significant activity-degradation problem,26 (2) Au is a precious
metal, and (3) Zn has insufficiently low activity. For a pure Ag
system, because the first reduction step is the source of the
overpotential (Γ1 > Γ2), we must design dopants that can
moderately stabilize ·COOH (reducing Γ1) with the smallest
stabilizing effect (or even with a destabilizing effect) on CO to
maintain favorable CO desorption and avoid much of an
increase in Γ2. For fast screening, we omitted the time-
consuming frequency calculations for the direct evaluation of

the vibrational entropic contributions. We instead calculated
and used the binding energies of ·COOH and CO in the gas
phase (ΔEB,COOH and ΔEB,CO) for on-top site for a dopant
atom, which was linearly scaled to predict the binding free
energy under solvation (ΔGB,COOH, ΔGB,CO) using the linear
correlation between ΔEB and ΔGB (Supporting Information
Figure S1).
For the transition-metal dopants (namely, d-block dopants),

we find that there still exists a strong correlation between
ΔGB,COOH and ΔGB,CO, as shown in Figure 3a, which provides
little room for optimization and results in an activity range
similar to that of the pure metallic catalysts.24 This is not
surprising because the binding energy of an adsorbent on d-
metals is often well described by a single metric called a d-band
center.27 In our systems with d-block dopants, partially filled
and delocalized d-bands are utilized to form a bond either with ·
COOH or CO, and therefore, it is possible to correlate
ΔGB,COOH and ΔGB,CO with the location of the d-band center
(Figure 3b). Because the modulation of the d-band center
modifies ΔGB,COOH and ΔGB,CO simultaneously, the preferred
stabilization of ·COOH over CO is rarely achievable using d-
block elements, which is an intrinsic limit of d-block dopants or
metallic alloys for CO2-to-CO conversion technology. We note
that the values for the metal dopants of group 11 and 12 deviate
slightly from the correlation between the d-band center and the
binding energies, possibly due to their fully occupied valence d-
orbitals (d10s1 for group 11 and d10s2 for group 12). However,
this effect is not large enough to alter the previous argument.
For p-block dopants, however, we observe a weakened

correlation between ΔGB,COOH and ΔGB,CO (Figure 3c); as a
result, certain dopants, such as sulfur, lead to a minimized
E°Theory of −0.39 V (only 0.17 V higher than the theoretical
minimum bound). The location of the d-band center of Ag with
p-block dopants cannot explain the trend of ΔGB,COOH and
ΔGB,CO (Figure 3d), indicating that a new mechanistic rationale
for p-block dopants is necessary.
When ·COOH binds to p-block elements, a singly occupied

pz orbital, (pz)
1 can stabilize the radical electron localized in the

2pz orbital of C in ·COOH. Considering that the p-orbitals of
the dopant atom are highly hybridized with the d-band of the
host Ag metal when no absorbent exists (Supporting
Information Figure S2), an additional energy cost is required
to spatially localize the singly occupied pz orbital (i.e., a radical)
of the dopant atom to prepare (pz)

1 (Figure 4a). Thus, we
decompose ΔGB,COOH into two components, (1) a radical-
preparation energy cost (Erp) and (2) a covalent-bond-
stabilization energy (Eσ‑bond) due to the σ-bond between (pz)

1

of the dopant atom and (2pz)
1 of ·COOH. We then quantified

the ΔErp value using the difference of the D-H homolytic bond
dissociation energy when the dopant atom (D) is fully
hydrogenated (DHn) and that when D is embedded in Ag:
Erp = BE(Hn−1DH) − BE(AgDH), where BE is the bond
energy (Figure 4b). Eσ‑bond is quantified as the bond energy of
(Hn−1DCOOH) for which the pure σ-bond is between the
prepared radical on the dopant and ·COOH (Figure 4c). The
difference between the Erp and Eσ‑bond (Erp − Eσ‑bond) values
agrees well with the direct calculation of ΔEB,COOH (Supporting
Information Figure S3), implying that our two-component
decomposition of ΔEB,COOH is reasonable. The slight
mismatches in the cases of B, C, N, and O are presumably
due to the strong s−p hybridization character of the second-row
elements.

Figure 2. High-throughput screening strategy and a summary of the
result. (a) Structural models for high-throughput screening and the list
of dopants that can be categorized as d-block and p-block atoms. A
monatomic dopant is substituted for one silver (Ag) atom on the top
layer. The binding energies of ·COOH and CO on the dopant atop
site. (b) Summary of the theoretical reduction potential for dopants
for which ΔGB,CO > −0.5 eV. More refined calculations (in-depth
binding site search and high-precision binding energy calculation) have
been conducted for the best four candidates, S, As, Si, and Al, resulting
in E°Theory = −0.38 V (S), −0.51 V (As), −0.50 V (Si), and −0.55 V
(Al) vs SHE.
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We find that Erp has a strong column dependency.
Particularly, the halogen column has a highly unfavored Erp.
Due to the high electronegativity, these dopant atoms are
negatively charged (see the Bader charge analysis in Supporting
Information Table S3). Thus, the electronic configuration of
the halogen dopants can be conceived as p5.x, where all six p
orbitals (considering spin degeneracy) are either fully or at least
partly occupied. This results in a high energy cost to vacate the
pz orbital.
For the trend of Eσ‑bond, we observe a strong row

dependency, that is, for the principal quantum number (n) of
the valence p orbital of the dopant atom. This can be
rationalized easily by using the relative location of the npz
orbital of the dopant atoms with respect to the location of the
2pz orbital of C in ·COOH, resulting in the strongest Eσ‑bond for
the closest cases for which n = 2 and a tendency that weakens
as the row goes down.
The σ-binding mechanism of CO is different from that of

·COOH, for which the lone pair electrons of C in CO are
coordinated to the dopant atom; therefore, an empty pz orbital
is required at the dopant site, (pz)

0, and a more significant
energy-consuming process is required to entirely vacate the pz
orbital. We thus find that the CO binding to the halogen group
dopants (p5.x) is significantly unstable, requiring the emptying
of the 1.x electrons, and the binding to the oxygen group

dopants (p4.x) is also unstable, requiring the emptying of the 0.x
electrons (Supporting Information Table S3).
Regarding all of these factors, the dopant sulfur yields the

most appropriate ΔGB,COOH and ΔGB,CO regimes, yielding
E°Theory = −0.39 eV; it has a weak binding energy with CO as
an oxygen-group element, but it has a moderately strong
binding energy with ·COOH as a nonhalogen and a third-row
element. Essentially, this type of selective stabilization of ·
COOH over CO is enabled due to the covalent character
imposed on the Ag metal catalysts, originating from the
localized p orbital of the dopant element, which can be referred
to as a covalency-aided electrochemical reaction (CAER)
mechanism. We additionally find that aluminum, silicon, and
arsenic are good candidate dopants for use in the CAER
mechanism to minimize the overpotential (E°Theory = −0.57,
−0.55, and −0.58 V, respectively).
From more in-depth calculations on the S-dopant system for

various adsorption sites, we find that the on-top site provides
the strongest binding to ·COOH, whereas the 3-fold FCC site
provides the strongest binding for CO (Supporting Information
Figure S4). It should be further noted that the binding energy is
almost fully recovered to that of the pure Ag surface from the
on-top site of the Ag atom nearest to the dopant S atom,
indicating that the range of the dopant effect on the binding
energy is very local. Using accurate free-energy calculations
(from direct frequency calculations) based on the correct

Figure 3. Variations of ·COOH and CO stabilization depending on the dopants and their correlation with the d-band center. (a) ·COOH and CO
binding free energies, ΔGB,·COOH and ΔGB,CO, of the d-block dopants. A linear correlation between ΔGB,·COOH and ΔGB,CO is conserved, similar to
the case of pure metals. (b) Correlation between the locations of the d-band center and the binding energies for d-block dopants. This shows that
dopants modulate the locations of the d-band center of Ag catalysts, resulting in a similar magnitude of modulations in ΔGB,·COOH and ΔGB,CO,
maintaining the strong intercorrelation between ΔGB,·COOH and ΔGB,CO. (c) ΔGB,·COOH and ΔGB,CO of the p-block dopants. Variations in the binding
characters are much greater than those of d-block dopants and, therefore, the minimum theoretical bound of −0.22 eV is nearly achievable with
sulfur. (d) Correlation between the locations of the d-band center and the binding energies for p-block dopants. Almost no correlation is observed,
implying that the covalency-aided electrochemical reaction (CAER) mechanism is required for the explanation of the wide variations in ΔGB,·COOH
and ΔGB,CO caused by the p-block dopants that are not consistent with d-band center theory.
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binding sites, we refined E°Theory for an S dopant, leading to the
change of a more energy-consuming step from the first
reduction step to the second step, but retaining E°Theory at
almost the same value of −0.38 V (Γ1 = 0.26 eV, Γ2 = 0.38 eV).
In a similar manner, the refined E°Theory for Si, Al, and As are
−0.50 V, −0.55 V, and −0.51 V, respectively (Figure 2b).
We further investigated the stability of surface dopant atoms

from the sublayer diffusion process. Within a (3 × 3) five-layer
Ag FCC (111) slab model, S, Si, and As preferentially locate on
the outer layer by 0.11−0.64 eV, whereas Al preferentially
migrates into the sublayers, stabilized by −0.07 eV (Figure 5a).
Furthermore, we find that the required potentials for leaching
the dopant atoms by an electrochemical hydrogenation reaction
are −0.58 V (S), −0.41 V (Si), −0.55 V (Al), and −1.06 V (As)
vs SHE, which provide the upper bounds of the operating

potential with stable dopants. For Al and Si, E°Theory for CO2
reduction is similar to, or even higher than, the upper bound,
resulting in a stability problem. However, for S and As, E°Theory
for CO2 reduction is located below the dopant-leaching
potential (Figure 5b).

■ CONCLUSION

Considering the structural and electrochemical stabilities, we
anticipate that the realization of Ag-based catalysts doped by S
or As can be experimentally achieved, leading to a markedly
reduced overpotential by 0.4−0.5 V for efficient CO2-to-CO
electrochemical conversion. Moreover, we provide a new design
principle, the CAER mechanism, in which specific stabilization
of intermediates can be achieved by utilizing p-block elements
to move beyond d-band-center engineering. This illustrates

Figure 4. Rationalization of the CAER mechanism. (a) Schematic diagram of the ·COOH binding mechanism on p-block dopants. It first
necessitates preparing a singly occupied pz orbital on the dopant atom by localizing the orbital (Supporting Information Figure S2) (energy-
consuming step), and then forming a covalent bond between the prepared (pz)

1 of the dopant atom and the (2pz)
1 of ·COOH (energy-stabilizing

step). (b) The row dependency (i.e., the principal quantum number (n) of the valence p orbital of the dopant atom) of the radical-preparation cost
(c) The column dependency of the covalent bond stabilization energy.

Figure 5. Structural and electrochemical stability of the dopants. (a) Energetically preferential sites of dopant atoms (S, As, Si, and Al) from the
subsurface to the outermost surface. S, As, and Si prefer to remain on the surface whereas Al prefers to diffuse into the sublayers. (b) Comparison
between the theoretical reduction potentials (E°) for CO2-to-CO reduction and leaching of the dopant atom to hydride form such as AlH3, SiH4,
AsH3, and H2S. For As and S, E° for dopant leaching is higher than E° for CO2 reduction, preserving the electrochemical stability of the dopant
atoms.
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how new first-principles-based high-throughput screening can
suggest new designs for electrochemical catalysts to achieve
new technologies, such as the carbon dioxide (CO2) conversion
technology.
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